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Environment Physiology Perception

‣ How do populations of neurons extract/represent visual information?
‣ In what ways is this matched to our visual environment?
‣ How do these representations enable/limit perception?
‣ What new principles may be gleaned from these representations, 

and applied to engineered imaging or vision systems?
2
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Canonical functional models for sensory neurons
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impact on the responses of the early visual system (Fig. 3). We recorded
the responses of neurons in the lateral geniculate nucleus (LGN), which
receives the output of the retina and provides input to the visual cortex.
The recordings were performed extracellularly in anesthetized, paral-
yzed cats. LGN responses were barely affected by sudden steps in
luminance (Fig. 3a) and were weakly affected by changes in contrast
(Fig. 3c). The measured responses were much smaller and occured
faster than the high-luminance responses predicted by low-luminance
measurements of the receptive field (Fig. 3b) or the high-contrast
responses predicted by low-contrast measurements of the receptive
field (Fig. 3d). These reductions in gain and the changes in dynamics
occured well within a cycle of the drifting grating (80 ms in Fig. 3a,
128 ms in Fig. 3c), confirming that the gain control mechanisms
operate very quickly, in less than 100 ms1,5,6,22–26.

Do the mechanisms of gain control for luminance and contrast
reflect the independence of luminance and contrast seen in natural
images? To react appropriately to the changes in luminance and
contrast, the corresponding gain control mechanisms should be
functionally independent. In other words, within the range of lumi-
nances encountered during natural viewing, luminance gain control
should have the same effects at all contrasts, and contrast gain control
should have the same effects at all mean luminances. Instead, if the gain
control mechanisms were appropriate for statistics other than those in
the natural environment—for example, for those of 1/f noise—one
would expect that contrast gain control would be biased by local
luminance or that luminance gain control would be biased by local

contrast. In other words, one would expect the visual system to exploit
the redundancy implicit in any lack of independence.

Independence of gain control mechanisms
To test for independence, we characterized the effects of luminance and
contrast gain control in the LGN. We recorded responses to drifting
gratings (Fig. 4) with mean luminance (6–56 cd m–2) and contrast
(10–100% Michelson contrast; 0.07–0.7 r.m.s. contrast) covering a
range extending over a factor of 10, similar to the excursion seen in
patches of natural images (Fig. 2b). To fully quantify the effects of gain
control on both the amplitude and the dynamics of the responses1, we
measured responses to a range of frequencies by increasing the drift rate
exponentially with time from 0.5 Hz to 40 Hz in 5 s and back to 0 in the
subsequent 5 s (Fig. 4a–c, and Supplementary Fig. 1 online).
The responses to these stimuli can be read as tuning functions for
stimulus temporal frequency. As expected1, the preferred temporal
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Figure 3 Effect and time course of gain control mechanisms in LGN.
(a) Response of an LGN neuron to a drifting grating of constant contrast
(14%), whose luminance steps from 32 cd m–2 to 56 cd m–2 (left) and back
to 32 cd m–2 (right). Spatial frequency and temporal frequency (12.5 Hz) are
optimal for this neuron. The temporal profile of the stimulus is shown below
the responses. Histograms (gray) were obtained by convolving the spike trains
with a Gaussian window (s ¼ 5 ms), and averaging over three stimulus
presentations. From the histograms, we computed the average response to a
cycle of the stimulus before (dashed) and after (black) the step in luminance.
The linear prediction (green) was obtained by scaling the response before the
step (dashed) by the ratio of the two luminances. (b) Comparison of average
responses to low luminance (dashed) and high luminance (black), and of the
response expected in the absence of gain control (green). (c) Response of an
LGN neuron to a drifting grating of constant luminance (32 cd m–2) whose
contrast steps from 31% to 100% (left) and back to 31% (right). Spatial
frequency and temporal frequency (7.8 Hz) are optimal for this neuron.
Histograms (gray) are the average over five stimulus presentations. The linear
prediction (green) was obtained by scaling the response before the step
(dashed) by the ratio of the two contrasts. (d) Comparison of average
responses to low contrast (dashed) and high contrast (black), and of the
response expected in the absence of gain control (green).
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Figure 4 Characterizing LGN responses at various luminances and contrasts.
(a–c) Responses of an LGN neuron (X-type, on-center) to temporal frequency
sweeps at (a) low luminance and low contrast (L ¼ 6 cd m–2, C ¼ 10%,
Michelson contrast), (b) low luminance and high contrast (L ¼ 6 cd m–2,
C ¼ 100%) and (c) high luminance and high contrast (L ¼ 54 cd m–2,
C ¼ 10%). Histograms (gray) were obtained by averaging over ten stimulus
presentations. Red curves are descriptions of the responses by the descriptive
model (Fig. 5a). Stimuli were sinusoidal gratings at optimal spatial frequency
(icons). The temporal profile of the stimuli is shown under the responses;
drift rate increased exponentially with time, from 0.5 Hz to 40 Hz in 5 s, and
back (not shown). (d–f) Impulse responses used for the predictions in a–c.
The impulse response is smaller and faster at the higher contrast (e) or
luminance (f) than at low luminance and contrast (d, and dotted curves).
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Temporally adaptive 
gain control
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V1: Surround suppression
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V1: Cross-orientation suppression



V1: Cross-orientation suppression

10 20 50 100

0.5

1

2

5

10

20

50

Contrast of grating 1 (%)
R

es
po

ns
e 

A
m

pl
itu

de
 (

sp
/s

)
10 20 50 100

Contrast of grating 2 (%)

6.25%

25%

50%

6.25% 25%

0%

50%

613
0

76

Time (ms)

R
es

po
ns

e 
(s

p/
s)

0%

0

Carandini et. al., 1997
11



Retinal image
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The linear model of simple cells

The normalization model of simple cells

Carandini, Heeger, and Movshon, 1996
Carandini & Heeger, 2012

V1 normalization model
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Example: area MT

Simoncelli & Heeger, 1998
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Generalized divisive normalization (GDN)

� = H�
�� = ��

(β� + �
� γ�� |�� |α� )ε�

� = ��(�) such that:

H linear front-end (set of linear filters, DCT, wavelets . . . )α � β� γ� ε parameters of nonlinear transformation
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Approximate inverse (IGDN)

�̃ = ��(�̃) such that:

�̃

one step of fixed point iteration
or approximate inverse with distinct parameters

�� = �̃� · (β�� + �
�

γ ��� |�̃� |α �� )ε��

�̃ = H ��
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Approximate inverse (IGDN)
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We typically place some additional constraints, 
and then use optimization to find the best 
parameters for the application.

(not going to talk about details, please ask if 
you’re interested)

How to choose the parameters?
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Applications:

perceptual metrics
perceptually optimized rendering

density estimation
image compression

denoising
…
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figure: Hubel, 1995

Measure distance in a perceptual representation
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in signal domain
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in perceptual domain
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Physiological correlate

V. Mante, V. Bonin, and M. Carandini. Neuron 2008 
“Functional mechanisms shaping lateral geniculate responses to artificial and natural stimuli” 

21

Aim: imitate processing in retina + LGN (pre-cortex)



  

Physiological correlate

V. Mante, V. Bonin, and M. Carandini. Neuron 2008 
“Functional mechanisms shaping lateral geniculate responses to artificial and natural stimuli” 

21

Aim: imitate processing in retina + LGN (pre-cortex)

no oriented filters!



  

Implementation
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Normalized Laplacian pyramid



  

Multiple scales

● Local mean subtraction

● Local amplitude division
(local Gain Control)

23



24



25

Research Article Journal of the Optical Society of America A 4

rescaled Paris et al. [12] NLP

Fig. 4. Rendering of scene luminances to a display with a limited luminance range. The scene luminances for this image ranged
between Smin = 0.78 cd/m2 and Smax = 16200 cd/m2, whereas the display luminances are assumed to bounded between 5 cd/m2

and 300 cd/m2. Left: linear rescaling of luminance values into the display range. Center: result obtained from a state-of-the-art tone
mapping algorithm [12]. Right: image optimized to minimize perceptual distance while observing the display constraints, using the
proposed method.

that can be adjusted. There is not a obvious way, however, to
select these parameters based on the display properties. In our
method, this problem is totally transparent, since the properties
of the screen are included in the optimization procedure.

B. Rendering LDR images with an image acquisition model
In absence of an imaging device specifically designed for high
dynamic range acquisition, we could estimate the luminance val-
ues (in cd/m2) from the raw pixel values R from a conventional
camera. For instance, the manufacturer might have provided us
with a conversion formula, which provides luminance estimates
given the raw pixel values and the camera settings, e.g., shutter
speed, aperture and ISO. Alternatively, we can obtain the con-
version formula by performing calibration experiments under
controlled settings. However, the acquisition luminance range is
still unlikely to match the display range. Thus, we need to solve
the following optimization problem analogous to the previous
section:

Î = arg min
I

D(S, I), s.t. 8i : Imin  Ii  Imax (8)

where S = g(R),

where g is the mapping from raw pixel values to estimated scene
luminances. In this situation, the application of the proposed
method is straightforward, while applying tone mapping algo-
rithms that were designed to deal with HDR images is not clear.
For comparison we include results when applying the Paris et.
al. [12] algorithm with the default parameters for HDR images.

Results for two example grayscale images from the McGill
database [14] are shown in Fig. 5. For each image, we compare

the original image intensities, linearly rescaled to fit within the
luminance range [Imin, Imax], our perceptually optimized image
Î, and a tone mapped image, computed using the Paris et. al
method for HDR images. [12]. For the latter, we have used the
parameters recommended by the authors for tone mapping of
HDR images: a = 1, b = 0, and s = log 2.5. Note how the
visual quality of our image with respect to the original image is
clearly better. Moreover, as expected, the difference between our
result and that of the Paris et. al. [12] algorithm is even more
noticeable than in the case of the HDR image, the use case for
which it was derived.

C. Rendering uncalibrated HDR images (tone mapping)
Unlike the situation in section A, the typical scenario for images
acquired from HDR cameras is that they are uncalibrated. That
means that we have access to measurements L that are linearly
related to actual luminances, but we do not have access to the
scaling parameters (for instance, they might be standardized
floating point values between 0 and 1, as we assume here with-
out loss of generality). This amounts to choosing the minimum
and the maximum luminance in the original scene (Smin and
Smax, respectively). We can guess appropriate values for those
given the content of the image. For instance, the luminance of a
filament of a clear incandescent lamp is around 106 cd/m2 As in
the previous experiments, we solve the resulting optimization
problem:

Î = arg min
I

D(S, I), s.t. 8i : Imin  Ii  Imax (9)

where S = L · (Smax � Smin) + Smin.

Optimized HDR rendering without “tweaking” parameters 

�̂ = arg min
�

�(�� �HDR) s.t. ∀� : �min ≤ �� ≤ �max
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Applications:

perceptual metrics
perceptually optimized rendering

density estimation
image compression

denoising
…
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Has the human visual system
simply adapted to image statistics?
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Density estimation (parametric density)
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Density estimation (parametric density)
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Density estimation (parametric density)

tractable?
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Density estimation (parametric transformation)

Friedman, 1984
Chen & Gopinath, 2001
Lyu & Simoncelli, 2009

Laparra et al., 2010
Dinh et al., 2015
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Density estimation (parametric transformation)

Friedman, 1984
Chen & Gopinath, 2001
Lyu & Simoncelli, 2009

Laparra et al., 2010
Dinh et al., 2015

Gaussianization
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Density estimation (parametric transformation)

Friedman, 1984
Chen & Gopinath, 2001
Lyu & Simoncelli, 2009

Laparra et al., 2010
Dinh et al., 2015

“inferred” density:

Gaussianization
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Density estimation (parametric transformation)

Friedman, 1984
Chen & Gopinath, 2001
Lyu & Simoncelli, 2009

Laparra et al., 2010
Dinh et al., 2015

“inferred” density:

Gaussianization

now need to find optimal transform g
no integration required
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Marginal distribution of linear filter responses
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Marginal distribution of linear filter responses
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Joint distribution of linear filter responses
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Contour lines, Gaussianized responses
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Contour lines, Gaussianized responses
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Contour lines, Gaussianized responses
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Contour lines, Gaussianized responses
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Variety of shapes, joint density of filter responses

elliptical marginally
independent

?

Lyu & Simoncelli, 2009
Sinz et al., 2009



Contour lines, linear filter responses
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model
histogram estimate
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• Independent Component Analysis, Cardoso, 2003
• Independent Subspace Analysis, Hyvärinen & Hoyer, 2000
• Weighted normalization model, Schwartz & Simoncelli, 2001
• Topographic ICA, Hyvärinen et al., 2001
• Radial Gaussianization, Lyu & Simoncelli, 2009
• L�-nested symmetric distributions, Sinz & Bethge, 2010
• “Two-layer model”, Köster & Hyvärinen, 2010

Special cases/related models
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Applications:

perceptual metrics
perceptually optimized rendering

density estimation
image compression

denoising
…
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Linear transform coding
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Linear transform coding

N M

D: distortion, e.g. mean squared error

R : rate, ideally close to Shannon entropy of �



45

rate: 0.17 bits/pixel



rate: 0.12 bits/pixel

45

coarser quantization: lower rate, higher distortion



rate: 0.32 bits/pixel

45

finer quantization: higher rate, lower distortion
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Linear transform coding

decades of engineering:

improved transforms, non-uniform quantization, inter/intra 
prediction, deblocking, adaptive partitioning, etc.

N M
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Nonlinear transform coding

��, ��: multivariate, parametric nonlinear functions

(if it helps, think of them as neural networks)
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Architecture of transformation

�� = ���
β� + �

� γ�� |�� |2

generalized divisive normalization
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L =
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− �

�
log

2

P�� (��) + λ �

��̂ − ��
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�

Optimize to find transform parameters for various lambdas



50

R

D

generative

models

λ → ∞

R
+ λ

1 D
=

c

o

n

s

t

R
+ λ

2

D
=

c

o

n

s

t

compression

model

λ = λ
1

compression

model

λ = λ
2



51

JPEG @ 0.119 bits/px
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JPEG 2000 @ 0.107 bits/px



53

proposed @ 0.106 bits/px
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original
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JPEG JPEG 2000

original proposed
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JPEG JPEG 2000

original proposed
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Thanks!

Perceptual
metric

HV/EI 2016

Density 
estimation

ICLR 2016
arXiv: 1511.06281

Nonlinear 
transform
coding

ICLR 2017
arXiv: 1611.01704


